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RUC

Rechenzentren sind das Ruckgrat der digitalen
und mobilen Kommunikation. Beim Rechnen,
Speichern und Vernetzen konsumieren sie gewaltige:
Mengen Energie. Die aktuelle Herausforderung
besteht darin, hohe Energieeffizienz bei gleichzeitig
extrem hoher Zuverlassigkeit zu erreichen. Die
Erfahrungen aus der Energie- und Automatisierungs-
technik versetzen ABB in die Lage, auch fur kritische
Anwendungen in der [T-Branche die passenden
Losungen bereitstellen zu konnen.

-‘ e

N $

6 ABBabout 1[15

B =



§(

Fokus

’ \ “T\l ""]

W
“ﬂ

\1!

'|||

Foto: Jeff Heger

Sehen Sie im Video, wie
m Rechenzentren funktionieren.

as Internet, seine Suchma-

schinen oder mobile Anwen-

dungen auf Smartphones sind

mittlerweile allgegenwartig und
fir unsere Gesellschaft praktisch unver-
zichtbar. Alle diese Technologien, genau-
so aber auch alle Unternehmen, bendtigen
eine leistungsfahige Infrastruktur im Hin-
tergrund, die rechnet, speichert und ver-
netzt. Genau dies leisten hochspezialisier-
te Rechenzentren, die damit nicht nur das
Ruckgrat des Internet-Booms, sondern
auch das Herzstlck bei der Ausfiihrung
missionskritischer Unternehmensanwen-
dungen bilden. Hochleistungsrechenzent-
ren sind in Kombination mit schnellen Net-
zen unverzichtbar, wenn es darum geht,
Industrie 4.0 und das Internet der Dinge
voranzubringen.

Gewaltiges Wachstum

Rechenleistung und Datenfluss wach-
sen weltweit seit vielen Jahren mit Stei-
gerungsraten von ungefahr 50 % pro Jahr.
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Deutschland und die
Schweiz profitieren von
ihren restriktiven Daten-
schutzbestimmungen,

die im Zeitalter staatlicher
Spionageprogramme
eine neue Wertschatzung
erfahren.

Im Vergleich zu diesem rasanten Wachs-
tum weisen die Zahlen fur den Strom-
verbrauch eine spannende Abweichung
auf: Nach gleichméBigen Steigerungsra-
ten von ungefahr 12 % jahrlich bis 2008
zeigt sich seither ein Rickgang des Ver-
brauchs — pro kWh elektrischer Energie
wird eine immer héhere Rechenleistung
erreicht.

Entsprechend den wachsenden Anfor-
derungen ist auf dem Markt flir Rechen-
zentren ein rasantes Wachstum zu beob-
achten. Die Steigerungsraten fur das Jahr
2013 reichen beispielsweise von unge-
fahr 25 % fur die USA bis zu 60 % fur die
Tlrkei. Vom weltweiten Gesamtmarkt fur
Rechenzentren entfallen zehn Prozent auf
Deutschland. Passend dazu ist Frank-
furt gemessen am Datendurchfluss der

Petersplatz 2005 (oben) und 2013: Smartphones sind heute auch in der Heiligen Stadt allgegenwartig.
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groBte Internet-Knotenpunkt der Welt.
Nach aktuellen Schatzungen werden bis
zu 2 % der weltweit erzeugten Energie
von Rechenzentren verbraucht, in abso-
luten Zahlen sind das gewaltige 120 GW
—mehr als der Jahresverbrauch von Nati-
onen wie ltalien oder Spanien.

Globaler Standortwettbewerb

Verbesserte IT-Infrastrukturen und
sinkende Preise fur Netzanbindungen
haben dazu gefuhrt, dass es keine geo-
grafischen Einschrankungen mehr bei der
Errichtung von Rechenzentren gibt. Bei
diesem globalen Wettbewerb fallen ver-
schiedene Standortfaktoren ins Gewicht:
Von groBter Bedeutung ist eine sichere
und wirtschaftliche Stromversorgung, da
Rechenzentren eine unternehmenskriti-
sche Funktion austben und der Betrieb
sehr stromintensiv ist. Fur viele Unterneh-
men gewinnt auch die Herkunft des kon-
sumierten Stroms an Bedeutung. Darliber
hinaus spielen Kriterien wie die politische,
6konomische und gesellschaftliche Stabi-
litat eines Landes eine Rolle. SchlieBlich
bedeutet die Errichtung eines Rechen-
zentrums ein langfristiges Engagement
vor Ort — am besten unter verlasslichen
Rahmenbedingungen.

Angesichts der genannten Faktoren
verwundert es nicht, dass Deutschland
und die Schweiz zu den beliebtesten
Standorten fur Rechenzentren in Euro-
pa gehoéren. Nach GroBbritannien weist
Deutschland die zweitgroBte Rechen-
zentrums-Bruttoflache auf, wahrend die
Schweiz hinter Irland Gber die zweithdchs-
te Dichte an Rechenzentren, bezogen auf
die Einwohnerzahl, verfligt. Neben ihrer
geografisch zentralen Lage und ihren leis-
tungsfahigen IT-Infrastrukturen profitie-
ren beide Lander von ihren restriktiven
Datenschutzbestimmungen, die im Zeit-
alter staatlicher Spionageprogramme eine
neue Wertschéatzung erfahren.

Ein Ende des Rechenzentrum-Booms
ist nicht in Sicht. Experten gehen davon
aus, dass mehr als vier Flnftel aller Unter-
nehmen ihre Rechenkapazitaten nach
wie vor inhouse angesiedelt haben. Da
jedoch die Anforderungen an die Verfug-
barkeit und Ausfallsicherheit von IT-Sys-
temen immer héher werden, wird eine
Auslagerung fur viele Firmen kunftig zur
wirtschaftlich sinnvolleren Lésung. Ent-
sprechend erwartet das Beratungsunter-
nehmen Broadgroup beispielsweise fur
die Schweiz im Zeitraum zwischen 2011
und 2016 einen Zuwachs der Rechenzen-
trumsflache um 63 %.

Foto Seite 8 oben: picture alliance/AP Images; unten: picture alliance / AP Photo
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Rechenleistung

Die Zahl der Transistoren je Prozessor
verdoppelt sich im Schnitt alle zwei
Jahre. Fur das Jahr 2016 lassen sich
28 Mrd Transistoren prognostizieren —
die Steigerung seit 1996 entspricht
dem Leistungsunterschied zwischen
Mofa und Dragster.
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Energie geht als Warme verloren

Rechenzentren bestehen aus drei
wesentlichen Strukturelementen: IT,
Stromversorgung und Kihlung. Diese
drei Elemente der Infrastruktur missen
perfekt aufeinander abgestimmt sein. In
der IT werden vielfaltige Softwareprogram-
me, Virtualisierungen, Datenbanken, Hos-
ting-Dienste, Betriebssysteme und Clouds
ausgefuhrt. Stromversorgung und Kiih-
lung sind fur den Betrieb der IT-AusrUs-
tung erforderlich.

Der Netzstrom wird Gber komplexe
Topologien aus Transformatoren, Schalt-
anlagen, Notstromaggregaten, unterbre-
chungsfreien Stromversorgungen (USV),
Stromschienen und automatischen Netz-
umschaltern an die Server in den IT-Racks
verteilt. Die dort ablaufenden Rechen-
prozesse erzeugen viel Warme. In einem
typischen Rechenzentrum entfallen etwa
60 % der verbrauchten Energie auf die
Stromversorgung und etwa 40 % auf die
KUhlung. Ein GroBteil der eingesetzten

fenden Leistungssteigerung sinkt dieser Wert
seit 2008 wegen immer effizienterer Technik.
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Oben: Mit Gleichstrom erreicht
die Green Datacenter AG in
einem Pilotprojekt eine um 10 %
verbesserte Energieeffizienz
und hat einen um 25 %
geringeren Platzbedarf bei der
Stromversorgung.

Unten: Rechenzentren bestehen
aus drei Strukturelementen: IT,
Stromversorgung und Kiihlung.
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Kiihlung

elektrischen Energie geht als Warme ver-
loren. Diese muss abgeflhrt werden, um
sicherzustellen, dass die Betriebstempe-
raturen innerhalb der Toleranzen bleiben.
Rechenzentren nutzen daher hochentwi-
ckelte Kuhlsysteme wie Flussigkeitskih-
lung, Luftkihlung, Tauchkihlung, Warm-
und Kaltgangeinhausung sowie Klima- und
Liftungsanlagen fur EDV-Raume.

Verfugbarkeit ist oberstes Gebot
Grundsétzlich kann jedes System ausfal-
len — diese Tatsache sollte jedem bewusst
sein, der sich mit technischen Ausristun-
gen befasst. Das oberste Ziel von Betrei-
bern von Rechenzentren ist es, Ausfalle
zu vermeiden, um die volle Verfugbarkeit
sicherzustellen. Ein einstindiger Aus-
fall schlagt mit durchschnittlich 275.000
Euro zu Buche; auch Millionenverluste sind
schnell moglich. Wegen der hohen Kosten
ist die Verfugbarkeit der wichtigste Parame-

ter fUr Auslegung, Betrieb und Wartung von
Rechenzentren. Eine hohe Verflgbarkeit
wird vor allem durch Redundanz im Aufbau,
in der Ausrtstung von IT und Elektrotech-
nik, bei den elektrischen Versorgungswe-
gen und bei der Software erreicht.
Neben der Mdéglichkeit, ein groBes
Rechenzentrum an einem Ort mit hoher
Sicherheit permanent verflgbar zu
machen, wird immer mehr in Richtung
virtueller Rechenzentren geforscht. Die-
se setzen sich aus mehreren kleineren
Einheiten zusammen, die — ahnlich den
virtuellen Kraftwerken in der Energiever-
sorgung — Rechenleistung gemeinsam
bereitstellen und so ein groBes, virtuel-
les Rechenzentrum schaffen. ,Durch das
virtuelle Zusammenspiel mehrerer dezen-
traler Einheiten lassen sich Verfugbar-
keit und Steuerungsmoglichkeiten wei-
ter erhdhen”, sagt Andreas Ganz, Head
of DataCenter Business Central Europe
bei ABB (siehe Interview auf Seite 12).

Effizienz durch Gleichstrom

Zu einem wichtigen Werkzeug zur Sen-
kung des Energieverbrauchs von Rechen-
zentren kann die Gleichstromversorgung
werden. Zu den bedeutsamen Vorteilen
zahlen geringere Verluste, da Umwand-
lungsschritte innerhalb der Versorgungs-
kette wegfallen. So kénnen die Energie-
verluste zwischen Netzeinspeisung und
Servern um rund 10 % gesenkt werden.
Bei einem Pilotprojekt von ABB mit der
Green Datacenter AG in Lupfig kam neben
der verbesserten Energieeffizienz als wei-
terer Vorteil ein um etwa 25 % geringerer
Platzbedarf fur die elektrischen Kompo-
nenten der Stromversorgung zum Tragen.
Da weniger Komponenten zum Einsatz
kommen, erhdht sich die Zuverléssigkeit.
Aufgrund der einfacheren Architektur und
der reduzierten Ausstattung sinken dar-
Uber hinaus die Kosten flur Installation,
Betrieb und Wartung.

Rechenzentren eignen sich besonders
flr eine Versorgung mit Gleichstrom, da
sie eine Vielzahl identischer oder zumin-
dest ahnlicher Verbraucher, zum Beispiel
Server, Netzwerkkomponenten und Spei-
cher, enthalten; dies reduziert die Zahl
der erforderlichen Spannungsniveaus.
Allerdings ist die Gleichstromtechnolo-
gie keine allgemeingultige Patentlésung,
um in Rechenzentren Energie einzuspa-
ren. Es gibt auch Anwendungen, fur die
Wechselstrom besser geeignet ist. Um
die individuell effizienteste Energieversor-
gung zu finden, bedarf es einer ganzheit-
lichen Betrachtung und einer durchgan-
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gigen Planung von Rechenzentren — von
der Netzeinspeisung bis zum Server.

Im Notfall Dieselgeneratoren

Bei der Realisierung des Ziels einer
100-prozentigen Verfligbarkeit spie-
len zuverlassige Notstromsysteme eine
wesentliche Rolle. Denn &uBere Bedro-
hungen fur das Stromnetz — beispiels-
weise Stirme und Gewitter — lassen sich
nicht kontrollieren. Zudem kdmpfen Ener-
gieversorger haufig mit alternden, unbe-
rechenbaren Stromnetzen. Die meisten
Rechenzentren nutzen Notstrom-Diesel-
generatoren. Wichtig sind dabei ein leis-
tungsfahiges Steuerungssystem, eine
hohe Qualitat der Systemkomponenten
und eine professionelle Installation. Das
Herzstlck des ABB-Notstromkonzepts
bildet die speicherprogrammierbare Steu-
erung (SPS). ABB nutzt ausschlieBlich
hochwertige Dieselmotoren, die strenge
Umwelt- und Bauauflagen erfullen.

Parallelarchitektur fiir unterbre-
chungsfreie Leistung

Netzstdérungen treten nicht nur in der
Form des kompletten Stromausfalls -
Blackout —, sondern haufig auch als vor-
Ubergehende Spannungsschwankun-
gen — Brownouts oder Uberspannungen
—auf. Eine USV konditioniert den ankom-
menden Strom und beseitigt Spitzen,
Schwankungen und Rauschen. Bei einem
kurzfristigen, vollstandigen Stromaus-
fall liefern Batterien oder andere Ener-
giespeichersysteme den notwendigen
Strom. Das USV-System Conceptpower
DPA von ABB gewahrleistet die Verfug-
barkeit durch eine dezentrale Parallelar-
chitektur. Jedes USV-Modul beinhaltet
die komplette, fur den Betrieb des Sys-
tems erforderliche Hard- und Software.
USV-Systeme von ABB haben wegen
ihrer Skalierbarkeit, ihrer Modularitat und
inrer hohen Energieeffizienz sehr niedrige
Gesamtbetriebskosten.

Ein Zehnkadmpfer am Steuer

Immer stéarker an Bedeutung gewinnt
das Infrastruktur-Management von
Rechenzentren (Data Center Infrastruc-
ture Management, DCIM). Das System
Decathlon von ABB gibt den Betreibern
die nétigen Werkzeuge zur Steuerung und
Optimierung eines flexiblen Netzwerks
aus IT, Stromversorgung und Kihlung an
die Hand. Zudem stellt Decathlon bei-
spielsweise verschiedene Standorte, Nut-
zungszwecke, Austauschintervalle der
IT-Ausrustung, aber auch Effizienzwer-

te wie SAP-Operationen pro eingesetz-
tem MW Strom oder E-Mails pro Euro zur
Verflgung.

Kompetenz fiir Zuverlassigkeit

Der Betrieb von leistungsfahigen
Rechenzentren ist von essenzieller Bedeu-
tung fUr unser mobiles Leben und den
wirtschaftlichen Erfolg von Industrie und
Produktion. ABB bietet Systeme mit inha-
renter Zuverlassigkeit, robustem Design
und hoher Energieeffizienz. Neben der
Qualitat der einzelnen Produkte besteht
die besondere Kompetenz von ABB dar-
in, ganze Systeme zu entwickeln und zu
implementieren, die sowohl die Stromver-
sorgung als auch die automatisierte Uber-
wachung und Steuerung abdecken.

Weitere Infos: andreas.ag.ganz@de.abb.com

Herr Professor Lindenstruth,
inwiefern sind Rechenzentren
heute eine kritische Infrastruktur
der digitalen Welt?

In Zeiten von Big Data, Cloud-Diensten
und wachsender Vernetzung werden
entsprechend mehr IT-Ressourcen
bendtigt, die Kapazitaten in Rechen-
zentren beanspruchen. Rechenzent-
ren sind somit eine zentrale und kriti-
sche Infrastruktur.

Wie gestaltet sich die aktuelle Ent-
wicklung bei Energieversorgung
und -effizienz von Rechenzentren?
Deutschland ist durch die hohen
Energiesteuern im IT-Sektor benach-
teiligt. Es droht die Abwanderung von
Unternehmen dieses auBerst wirt-
schaftskritischen Industriesektors.
Das Hochstleistungsrechenzentrum
Green-Cube, eine Entwicklung der
Goethe-Universitat und des Frank-
furt Institute for Advanced Studies,
ermdglicht bereits eine besonders
hohe Energieeffizienz am Standort
Deutschland mit einem PUE-Wert
(power usage effectiveness) unter 1,1
— und dies bei sehr geringen Investi-
tionen, die deutlich unter den Ausga-
ben fUr vergleichbare Systeme liegen.

Effizient trotz hochster
Leistungsanforderungen

,purch das virtuelle
Zusammenspiel mehre-
rer dezentraler Einheiten
lassen sich Verfugbarkeit
und Steuerungsmaoglich-
keiten weiter erhdhen.”

Professor Volker Lindenstruth
Institut fur Informatik an der
Goethe-Universitat Frankfurt

Wie schatzen Sie das Ent-
wicklungspotenzial der Struktur-
elemente IT, Stromversorgung

und Kiihlung ein?

In Bezug auf einen PUE-Wert unter
1,1 im Jahresmittel ist das Entwick-
lungspotenzial bei der Energieeffizi-
enz auf Verbesserungen von maximal
10 % begrenzt. Diese Effizienzwerte
werden durch den Einsatz von indi-
rekter, freier Kihlung und mithilfe von
Wasser- und Ruckturwérmetauschern
erreicht. So lassen sich PUE-Werte
von 1,05 erzielen. Batteriesysteme
und Backupgeneratoren kbnnen wir
durch redundante Stromversorgun-
gen von verschiedenen Kraftwerken
vermeiden.

ABB about 1[15
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Wir wollen die beste
Losung gemeinsam mit
dem Kunden finden”®

Vor welchen Herausforderungen stehen Rechenzentren angesichts der
immer groBer werdenden Datenflut? Im Interview erklart Andreas Ganz,
Head of DataCenter Business Central Europe — Process Automation,

wie ABB auf der Basis der Expertise aus der Industrie bei Rechenzentren
neue Losungswege beschreitet.

about: Warum sind Rechenzentren so
wichtig fur das Funktionieren der digi-
talen Welt?

Andreas Ganz: Rechenzentren spielen
fur jede Volkswirtschaft eine wesentliche
Rolle, weil sie das Ruckgrat der Digitalisie-
rung darstellen. Es gibt klare Trends wie
Big Data, immer mehr Traffic und Com-
puting Power mit Steigerungsraten von
jahrlich 50 % sowie die Entwicklung zur
Industrie 4.0, zum Internet der Dinge — das
alles missen wir technologisch beherr-
schen. Und das passiert in einem Rechen-
zentrum durch Speichern, Rechnen und
Vernetzen. Weltweit geht die Tendenz bei
Rechenzentren in Richtung eines eigen-
standigen Sektors mit Merkmalen, die wir
aus der Industrie kennen. Es geschieht nur
alles in kirzeren Zeitrdumen.

Woher kommen heute die wesentlichen
Impulse und wo sind die interessantes-
ten Standorte?

Bei der Erstellung kreativer und inno-
vativer Softwarekonzepte zum Betreiben
eines Rechenzentrums sind Amerikaner
die Vorreiter. Die innovative Software 1auft
aber auf einer Infrastruktur — und da sind
wir in Europa immer noch die Weltmeis-
ter. In Deutschland profitieren wir von der
historisch sehr guten elektrischen Infra-
struktur, die weltweit einzigartig ist. Die
Wahrnehmung hat sich zudem seit dem
Bekanntwerden der NSA-Eingriffe deut-
lich gewandelt. Zuvor galt Deutschland
als burokratischer Standort mit zu teu-
rem Strom und limitierten Mdglichkeiten

12 ABBabout 1]15

zur Internetnutzung; jetzt hore ich vieler-
orts: ,Wir wollen nach Deutschland, hier
ist alles sicherer.”

Welche Aspekte sind die wichtigsten
beim Betrieb von Rechenzentren?

An oberster Stelle steht fur alle Kunden
die Verfugbarkeit. Kein Industrieunterneh-
men kann heute ohne seine [T-Infrastruktur
funktionieren. Ausfalle der IT sind sofort
geschaftskritisch fir das gesamte Unter-
nehmen; die entstehenden Umsatzausfélle
und Kosten sind erheblich. Bei einem Co-
Location-Rechenzentrum, in das verschie-
dene Kunden ihre IT-Hardware einbrin-
gen, bezieht sich die VerfUgbarkeit eher
auf Facility-Aspekte wie Gebaude, Strom
und Kalte. Bei einem IT-Managed-Service-
Kunden, der alles inklusive IT-Applikati-
onen anbietet, bezieht sich die Verflg-
barkeit eher auf die IT-Applikation. Nach
der Verflugbarkeit kommt an zweiter Stel-
le sofort die Kosteneffizienz.

Auf welche Weise kann Verfugbarkeit
in Zukunft méglichst kosteneffizient
gewdhrleistet werden?

Diese Anforderung an die Rechenzent-
rumsbetreiber wird interessant, denn sie
konnen die VerfUgbarkeit auf verschiedene
Weise sichern: entweder durch ein einzel-
nes, sehr groBes Rechenzentrum mit viel-
faltigen Redundanzen oder durch mehrere
kleinere, kostenglnstige Rechenzentren,
bei denen die physischen Risiken durch
die geografische Verteilung unter Kontrol-
le sind und deren [T-Infrastruktur virtuali-

siert wird. Dieses Szenario einer verteil-
ten Infrastruktur ist der nachste logische
Schritt, denn als Nutzer ist es mir egal, wo
die Rechenleistung, die hinter dem Service
steht, gerade ausgefuhrt wird.

Welchen Weg beschreitet ABB bei der
Planung eines Rechenzentrums?

Beim Design und bei der Planung
eines Rechenzentrums bevorzugen wir
den Weg, den wir von geschéaftskriti-
schen Anlagenteilen in der Industrie am
besten kennen. Das heif3t allerdings nicht,
dass wir unseren Rechenzentren-Kunden
—von denen wir extrem viel lernen kénnen
— eine industrielle Vorgehensweise verord-
nen. Wir sprechen mit den Kunden, defi-
nieren, was gewunscht ist, grenzen auch
ab, setzen Milestones und dann wird die
Ldsung entsprechend umgesetzt. Dass
wir als ABB sehr breit aufgestellt sind
und viele verschiedene Anséatze verfol-
gen kénnen, kommt uns hier sehr zugu-
te. Wir sind innovative Ingenieure, die die
beste Losung gemeinsam mit dem Kun-
den finden wollen. Gleichzeitig kénnen wir
praktisch alle elektrotechnischen Kompo-
nenten anbieten, die bei Rechenzentren
gebraucht werden.

Inwiefern miissen Sie Uberzeugungsar-
beit leisten, um Innovationen in Rechen-
zentren umzusetzen?

Die Entwicklung geschieht nicht Uber
Nacht. Bei jedem neu gebauten Rechen-
zentrum versuchen wir, neue Gedanken
Schritt fur Schritt umzusetzen, um Innova-

Foto Seite 13: Luca Siermann
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Andreas Ganz sieht wachsende Anforderungen bei Verfliigbarkeit und Kosteneffizienz und einen Trend in Richtung Software und verteilter Systeme.

tionen einzubringen — so entwickelt sich in
einem evolutionaren Prozess die Zukunft.
Wir wissen, dass kein Kunde in seinem
Rechenzentrum eine Revolution akzep-
tieren wlrde, denn das ware mit einem
viel zu hohen Risiko verbunden, dass
sein Geschaft negativ beeinflusst werden
kénnte. Unser Arbeitsstil ist, gemeinsam
schrittweise an Innovationen weiterzuar-
beiten. Und das schatzen nach meinen
Erfahrungen auch die ABB-Kunden.

Wie viel Innovationspotenzial besteht
bei der Kiihlung von Rechenzentren?
Grundsatzlich besteht bei der Kiihlung
noch sehr viel Potenzial. In einem Rechen-
zentrum setze ich bisher fast genauso viel
Energie dafur ein, die Hitze wieder weg-
zubekommen, wie fur die Versorgung der

IT. Wenn wir nicht den Mehrwert der IT-
Applikationen hatten, ware es aus physi-
kalischer Sicht eine reine Energievernich-
tungsmaschine. Eine Optimierung koénnte
schon bei den einzelnen Netzteilen der
IT-Hardware anfangen, die nicht beson-
ders hochwertig sind und viel Hitze abge-
ben. Eine grundsétzlichere Losung stel-
len unsere innovativen Kuhlkonzepte dar,
die praventiv ausgelegt sind. Dazu gehort,
dass wir die Kuhlleistung auf die Rechen-
leistung abstimmen und dass wir auch vor-
oder nachkUhlen. Wenn ich beispielswei-
se weil3, dass morgen mein Strom teurer
wird, kénnte ich heute das Rechenzent-
rum um ein paar Grade abkihlen und dann
am Folgetag von diesem Kaltepuffer zeh-
ren. Ich speichere also Energie in Form
von Kalte.

Ein Blick voraus: Welche Aspekte wer-
den die Entwicklung bei Rechenzentren
in den kommenden 10 bis 20 Jahren am
starksten beeinflussen?

Der Leistungsbedarf beim Rechnen,
Speichern und Vernetzen wird weiter
zunehmen. Unsere Welt wird immer ver-
netzter sein. Wir missen den wachsen-
den Anforderungen an Verfligbarkeit und
Kosteneffizienz bei dem, was wir machen,
gerecht werden. Der Trend geht in Rich-
tung Software und verteilte Systeme; die
Zusammenarbeit zwischen den Beteiligten
im Rechenzentrum und bei der Energie-
versorgung bekommt immer mehr Bedeu-
tung. Die Frage standardisierter Schnitt-
stellen wird deshalb in Zukunft eine immer
gréBere Rolle spielen.
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